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1 INTRODUCTION

1. Introduction

The Barents Sea and the Norwegian continental shelf in the Nordic Seas contain some of
the most valuable fish stocks of the Atlantic sector of the world oceans. Another activity in
this region which involves large economic investments and profits, is the offshore exploration
of hydrocarbons that is presently accelerating in the Barents Sea. Lately, ship traffic has
been increasing in volume in this region due to export of Siberian oil from Russian terminals.
Should the retreat of the summer ice in the Arctic continue, the prospect for ship traffic from
Asia to Europe and the east coast of North America via the Arctic will become increasingly
attractive (Hjermann et al. | (2007)).

Relatively warm and salty Atlantic Water flows toward the Arctic along the continental
slope off Norway as the Norwegian Atlantic Current (NAC). When the Bear Island Channel
is encountered by the NAC, it separates into two branches. One branch continues to the north
as the West Spitsbergen Current, while the remaining branch flows into the Barents Sea in the
Bear Island Channel. |Schauer et al. | (2002) have explained the special role of the Barents Sea
for the transformation of water masses in the Arctic region by noting that it is the deepest of
the Arctic shelf seas, it receives the highest salinity water masses of the shelf seas, there are
polynyas in various regions of the Barents Sea, and a compansating flow of about 2 Sv out of
the Barents Sea to the east. The transport value is estimated by Loeng et al. | (1993), and is
based on ocean current measurements.

In recent years, the petroleum industry has started to examine the prospects for commercial
exploration of oil and natural gas off the Lofoten archipelago and northward along the coast
of Norway and into the Barents Sea. In relation to these plans, an environmental impact as-
sessment (EIA) was produced, including a part that describes the statistics of advection and
spreading of oil in the ocean after an accidental spill (Johansen et al. | (2003))). Regions that
may be affected by oil pollution are determined by simulated drift trajectories and weathering
of the oil. Traditionally, trajectories were computed using an empirical relation between sur-
face winds and the ocean currents with which the oil spill is advected (Martinsen | (1982))). In
more recent work, the drift trajectories have been computed with results from ocean circula-
tion models (Martinsen et al. | (1994)), Wettre et al. |(2001)). Available computer resources
now allow for such simulations with a grid mesh of < 5 km that resolves features such as
filaments and eddies. Results from the traditional and the more recent approach were both
used by Johansen et al. | (2003).

Results from ocean circulation simulations with an eddy resolving resolution are subject to
flow instabilities that are of a stochastic nature. Thus, when applying such results based on
historical atmospheric conditions in an EIA, the study should be conducted with an approach
that incorporates the ocean circulation statistics due to the atmospheric forcing. Unfortunately,
the EIA in question applies a deterministic approach in the analyses of results from both the
traditional method and for results from the eddy resolving simulations.

Presently, a 10-member, 10-year ocean circulation ensemble has been run in order to exam-
ine the consequences of this short-coming. This report is a validation of results from the first
year of the 10 year period.

The following section contains information about the numerical model system, the surface
and lateral forcing, assimillation and the construction of the model ensemble. In Section 3] the
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Figure 1: The nested model system. Grey lines are isobaths for every 500 m contour of the
coarse mesh model (20 km mesh size). This domain covers the whole Arctic Sea
and North Atlantic adjacent seas. Nested into this model is a 4 km mesh size model
that covers the Barents Sea and most of the Norwegian Sea, with isobaths in black.

observations that are used in the model validation are presented. The stage is then set for the
model validation, which is provided in Section[d, with details from various validation methods
given in separate subsections. The final section discusses the validation, and conclusions
therefrom are drawn.

2. Numerical experiment

The coupled sea-ice model system consists of a physical oceanographic model (MI-POM) and
an ice model (MI-IM). MI-POM is Norwegian Meteorological Institute’s version of the Prince-
ton Ocean Model, and it is documented by Blumberg and Mellor | (1987), Engedahl |(1995]) and
[Engedahl et al. | (2001). It is a fully three-dimensional, primitive equation, terrain-following
(o-coordinate) model. The dynamic-thermodynamic sea-ice model MI-IM is described by
Rged and Debernard | (2004).

A model covering the Norwegian and Barents Seas with 4 km mesh size and 21 o-levels
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Figure 2: The uppermost line represents the 5 first days of the 10 day forecast produced at
ECMWEF for an arbitrary day at time 00 UTC. The white circle is the analysis time,
the blue, red and yellow circles represent the 12, 24 and 120 hours prognoses, re-
spectively. (The prognoses for every 12th hour between 24 and 120 hours are not
shown.) The second line represent the corresponding forecast issued by ECMWF the
same day at time 12 UTC, while the third line corresponds to the forecast produced
the next day at 00 UTC. The atmospheric forcing for the first ensemble member is
created by extracting all the 12 hours prognoses (blue circles), the second ensemble
member is forced by the 24 hours prognoses (red circles), and so on.

(NOR-BAR 4) is nested into a coarse mesh model (20 km mesh size and 21 o-levels) covering
the whole Arctic Sea and North Atlantic adjacent seas (ARC-N.ATL 20) (Figure [)).

MI-POM was initialized 1981-01-01 with ocean climatology as described by Engedahl et
al. | (1997, [1998)), in the ARC-N.ATL 20 domain. The MI-IM initial fields were set to a
motionless ice cover with 2 m thickness and a concentration of 75% in regions where the
climatological sea surface temperature (SST) is below 0°C.

A simulation was then performed for 1981-1986 with atmospheric forcing fields from the
ERAA40 dataset obtained from the European Center for Medium-Range Weather Forecasts
(ECMWEF). To assimilate SST and ice concentration, a nudging method based on |Albretsen
and Burud | (2006) was applied. The fields that were use in the assimilattion were SST from
the ERA40 dataset, and merged ice concentration fields from the Ice Sevice at Norwegian
Meteorological Institute and from the ERA40 dataset. No tidal forcing was applied in ARC-
N.ATL 20.

The nested NOR-BAR 4 model was then initialised on 1984-01-01, by interpolation of
ARC-N.ATL 20 results onto its 4 km mesh. NOR-BAR 4 was spun up during 1984 and
1985 using the exteernal forcing as described above, as well as assimilation of sea surface
temperature and ice concentration. At the lateral boundaries tidal forcing (8 constituents)
were prescribed together with the simulated fields from ARC-N.ATL 20. The resulting fields
for 1986-01-01 were used as initial conditions for a set of 10 ensemble simulations for 1986.

The ensemble was constructed by using forcing fields from the 10 day forecast that are
produced twice a day at ECMWF. As illustrated in Figure [2| one set of atmospheric forcing
fields was created by extracting all the 12 hours prognoses from the ECMWF forecasts. A
second set of atmospheric forcing fields was generated by extracting all the 24 hours forecasts,
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Figure 3: Mean sea surface height averaged over all ensemble members, and one year (1986).
Label values are in m. Contour lines are shown for the depth contours 250 m, 500 m,
and 1000 m.

a third by extracting all the 36 hours forecasts and so on. To limit the amount computer time
that was required, the ensemble size was restricted to 10 members. Hence, only results from
the 5 first days of the atmospheric forecast was used. This results in 10 different atmospheric
forcing files for one year, which is used to generated the 10 different ensemble members. The
atmospheric forcing is the only difference between the ensemble members.

Instantenous results (”snaphots”) from the nested Barents Sea model ensemble were stored
with a temporal resolution of two hours. The mean sea surface height (SSH) from 1986 based
on this output, averaged over all 10 ensemble members, is displayed in Figure[3] We note that
strong gradients of mean SSH is found near the continental slopes, and some places also in
the vicinity of other topographic features.

3. Observations

Hydrographic data along fixed cruise tracks and cast positions were made available by the
Institute of Marine Research (IMR; [Kangas et al. | (2006)). The data have been subjected to a
quality assurance process at IMR, the individual observations have been flagged according to
the standard defined by The Integrated Global Ocean Services System (IGOSS). Observations
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were made each year in the period 1980 — 2006, and details about the sections and cruise
frequencies are listed in Table[I] The cruise tracks are displayed in Figure 4]

Table 1: List of IMR’s cruise tracks from which hydrographic data are used in this study. Note
that the values given in the table correspond to the average coverage in space and
time, individual years and cruises may differ.

section cruises/year month(s) stations/cruise
Gimsg@y northwest 2 3/4,7/8 14
Bear Island west 1 9/10/11 13
Fuglgy — Bear Island 6 all 20
Vardg north 4 all 22

The observations were made as CTD casts, and are available with a vertical resolution of
5 m. In this study, we restrict the analysis to the depths at which model results are stored,
which are 0, 10, 20, 30, 50, 75, 100, 125, 150, 200, 250, 300, 400, 500, and 1000 m. We
refrain from removing the seasonal cycle in the observations, since the seasonal cycle is either
poorly resolved in the data or not resolved at all.

The CTD casts sometimes miss the target positions by several kilometers. Thus, whenever
the processing involves procedures that require each station to be treated separately, observa-
tions that have missed their target by more a prescribed distance are discarded. This limit was
set to 2 nm (nautical miles) for all stations in Figure 4] except the five westernmost positions
in the Bear Island west section and the four northernmost positions in the Vardg north section.
At these nine stations, the limit was set to 4 nm, as recommended by Kangas et al. | (2006).

The model results have also been validated using hydrographic data from the World Ocean
Database (WOD 2005; |Conkright et al. | (2002)). Only data which had no error flag set
have been considered in the present study. Whenever this data set was employed, CTD cast
duplicates with the IMR data were removed prior to the analysis.

Finally, hourly sea level data from the tide gauge stations at Rgrvik and Vardg were retrieved
from the Global Sea Level Observing System (GLOSS; Woodworth et al. | (2003)). The
positions of these stations are 11° 15’ E, 64° 52’ N and 31° 6’ E, 70° 20’ N, respectively, and
they are displayed in Figure d During some shorter intervals, sea level observations were not
available. These intervals are listed in Appendix A.

4. Model validation

4.1. Bias and standard deviation

Bias and stadard deviations provide crude, over-all measures that are relevant for model vali-
dation purposes. The bias of property p from the ensemble is defined as

1 N
bias, = YN Z

n=1lm

nm10nd ObS) ( 1 )

1

ME
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Figure 4: Cruise tracks along which the CTD casts have been made. The sections are 1.
Gimsgy northwest, 2: Bear Island west, 3: Fuglgy — Bear Island 4: Vardg north.
The filled grey circles correspond to the positions of the fixed cast sites. Bear Island
is where sections 2 and 3 meet. The positions of the tide gauge stations at Rgrvik
and Vardg are also shown as filled black circles (Rgrvik is the southernmost of the
two stations, while Vardg is at the southern end of cruise track 4).
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Table 2: The model bias and standard deviation when compared to data from the various hy-
drographic sections, and with the World Ocean Database hydrography. Only values
for the levels 0, 10, 20 and 30 m have been considered here. Values given under bias,
and oy, are biases and standard deviations of the differences between model values
and observations for the entire ensemble, respectively. Biases are positive when the
model values exceed the observations. Values in the Go1_a10 column are averages of
the standard deviations when each of the ten ensemble members is treated separately.
Temperature and salinity values are in K and PSU, respectively.

data set temperature salinity

biase  One Oa1-al0 | Diase  Oae  Oa1-al0
Gimsgy northwest -0.403 1.717 1.728 | -0.129 0.347 0.350
Bear Island west 0.259 1.789 1.801 | -0.454 0.303 0.306
Fuglgy — Bear Island 0.714 1.402 1.414 | -0.241 0.248 0.249
Vardg north 0.999 1.276 1.291 | -0.211 0.169 0.176
World Ocean Database | 0.648 1.533 1.548 | -0.264 0.503 0.505

where subscripts n and m denote observation no. and ensemble member no., respectively. The
subscript e is used for quantities when referring to the entire ensemble. The standard deviation
of this property for an individual ensemble member is the square root of the variance, defined
as

Oan = — Z [(ped — pobs) — (pmed — pobs)]? 2)

where the overbar denotes the arithmetic mean value. The standard deviation for the entire
ensemble becomes the square root of

1 -
= i X X 00— )~ ) ®

Here, and throughout this section, the validation is restricted to results from the NOR-BAR 4
ensemble simulation.

The results for temperature in Table [2] that are based on the cruise data, reveal that the
eastern transects “Fuglgy — Bear Island” and “Vardg north” are warmer in the model that in
the observations, by almost 1 K. The differences for the two western transects are smaller in
magnitude. The standard deviations of the model results vs. observation as defined by (3|) are
between 1 K and 2 K, largest in the western transects.

The corresponding results for salinity reveal that there is a substantial negative bias in the
model results. This is particularly the case for the “Bear Island west” transect, which cuts
across the northern branch of the Norwegian Atlantic Current. Here the observations are
saltier than the model results by 0.45 PSU. As for the standard deviations as defined by (3)),
the largest values are to the west, similar to the results for temperature.

With one exception, the comparisons of model results and the WOD 2005 data are some-
where in between the corresponding results for the various transects. This is unsurprising,
since the WOD 2005 data come from positions that are spread throughout the domain. The
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Table 3: The model bias and standard deviation when compared to data from the sea level
stations at Rgrvik and Vardg. Numbers in the “de-tided data” column refers to values
after the two main tidal constituents at these stations (M2 and K1) were removed.
Values are given in m, see the text for details.

sea level station raw data de-tided data

Oobs OAe  OA1I-A10 Oobs OAae  OA1-A10
Rgrvik 0.609 0.211 0.215 | 0.194 0.192 0.196
Vardg 0.758 0.250 0.253 | 0.156 0.231 0.234

exception is the standard deviation of the differences between model results and observations
for salinity. This standard deviation is much larger when the WOD 2005 is used in the analysis.
We have not been able to identify why this is so.

We generally find that the model results from the upper 30 m are warmer and less salty than
the observations. The density for the corresponding oceanic layer is thus too low in the model.

When this validation is carried out for each ensemble member separately, we find very small
differences from validation that is based on the entire ensemble. This is evident from the re-
sults displayed under the columns 6, and Ga1_ajg in Table |2} which are nearly identical. The
implications of the low member-to-member variability will be investigated in subsection §.5]

Results for the validation of the sea surface height vs. data from the two tide gauge records
at Rgrvik and Vardg are given in Table[3] In the rightmost columns labelled “de-tided data”,
the M2 and K1 tidal constituents with periods of 12.42 h and 23.93 h, respectively, were
filtered out prior to the analysis.

The standard deviations under columns labelled o, are values for the observational time
series. As expected, these are much higher before filtering the two tidal constituents. On the
other hand, the standard deviation of the differences between the observations and ensemble
results as defined by (3), is only slightly reduced after de-tiding. This suggests that the phase
and amplitudes of the model tides are nearly the same as observed.

Furthermore, we find that at Rgrvik, the variance of the difference between the ensemble and
the observations are nearly identical to the variance of the observational time series. Hence,
the ensemble is not more similar to the observations than a time series that represents a pure
M2 + K1 tide: The de-tided M2 + K1 time series is 0, yielding an error identical to the de-tided
O,p»s- The model sea surface height results for Vardg reveal that a pure M2 + K1 tide is closer
to the sea level observations than the ensemble. Finally, we note that comparisons between
observations and separate ensemble members differs very little from the analysis of the entire
ensemble.

4.2. Cost functions

In optimization problems, a cost function is generally a function for which extrema are sought.
Here, we define the cost function as the difference between a simulation and the correspond-
ing observations, so small valuescorrespond to a simulation that is close to the observations.
Further, since the variability is not uniform in space, we investigate differences measured in
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Table 4: The cost function Dps for temperature and salinity for the four IMR hydrography
transects, for selected levels (0, 10, 20 and 50 m). Values are differences between
model results and observations, measured in standard deviations. Further, values are
averages for all stations in the relevant transect, and model values are averages from
all ensemble members. All values have been computed based on the entire year,
except for the row “Fuglgy — Bear Is.8~10” which is based on data and results for the
months August through October only. See the text for details.

data set #obs. temperature salinity

Om 10m 20m 50m Om 10m 20m 50m
Gimsgy northwest 4 0.71 081 0.89 162 | 361 3.02 356 5.97
Bear Island west 14 | 1.14 073 0.82 237 (2022 880 7.96 6.17
Fuglgy — Bear Is. 99 [0.88 0.77 033 061 | 1.82 182 192 295
Fuglgy — Bear Is8710 | 39 | 128 128 0.63 1.29| 144 136 145 192
Vardg north 39 1092 0.82 043 059 | 131 132 142 3.01

standard deviations, based on historical observations of the relevant variables.
Let p2(s,z) be the nth observation of the property p at station s and depth z. We denote the
local variance of observations of p by o, (s,z)?, and let p*(s,z) be the corresponding mean

value of the model ensemble. Next, we introduce the cost function Dp¢ as

1 N obs __ _mod
n=1

Op

In order to calculate the standard deviation o0,, we used all observations from the four
transects from the period 1980 — 2006. First, we computed standard deviation values at each
position in depth-transection station space. Then, the cost function was computed based on
observations and model results from 1986, applying weights that correspond to the distance
from one station to the next. The number of observations listed in the leftmost column in
Table [] is the number that is available for one depth, distributed among the various stations
in each transect. Note that only four CTD casts were available for the “Gimsg@y northwest”
section from 1986.

The observations from the various transects are not uniform over the year. Hence, we are not
able to determine the seasonal variability of the hydrography. Since this variability is likely
to significantly contribute to the standard deviation values, we also include an analysis of the
data from the “Fuglgy — Bear Island” transect for the months from August through October.
The period and transect was chosen due to the relatively good coverage of available data.

We find that the values of cost function for salinity is greater than the corresponding values
for temperature, for all transects and at all depths listed in Table[] This was expected, since the
air — sea heat fluxes were assimilated in the simulations, while no assimilation was performed
for properties relevant to salinity. We must also point out that none of the temperature data
from the IMR hydrography was used in relation to the heat flux assimilation, so in the present
context, the IMR hydrography constitutes an independent data set.

The all-year cost function values for temperature that are listed in Table [4] are in the range
0.3 — 1.3 in the upper 20 m, and we can’t see an obvious geographical pattern. With the
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exception of the “Gimsgy northwest” transect, the value has a minimum between the surface
and the 50 m level. Values from the “Fuglgy — Bear Island” transect that are based on the
August through October results are higher than the all-year results, by 50-100%.

The results for salinity are completely different. The very high cost function values in the
“Bear Island west” transect caused by a combination of the large bias of 0.454 (Table[2)) and a
small standard variation (0.16 in the upper 30 m, compared to e.g., 0.24 in the “Vardg north”
transect). This reflects the model’s poor performance with respect to reproducing the salty
water masses of the Norwegian Atlantic Current (NAC). In fact, the cost function average for
the upper 30 m of the “Bear Island west” transect varies from 0.06 for the station closest to
Bear Island, to 22.5 for a station in the core of the NAC.

4.3. Probability density functions

The probability density function (p.d.f.) is a representation of the statistical distribution of a
variable. It may be used for examining features such as skewed distributions and frequency of
extreme events. In the present context, p.d.f.s are used in order to investigate similarities and
differences between distributions from observations on the one hand, and model results on the
other.

Model results were extracted at the positions of transect stations. Due to the modest amount
of observations that are available from 1986, we calculate p.d.f.s from all available data from
the transects “Bear Island west”, “Fuglgy — Bear Island”, and “Vardg north”. For the two
former data sets, we restrict the analysis to the period August-November, while the latter data
set is analyzed for the period June-September.

Although the de-correlation time scales exhibit some spatial variability, it is mostly between
6 and 12 days in the model results. Hence, we have sampled model results every 10 days
during the relevant four month periods. We discuss results from one of the ensemble members
only (+072). Results from the various ensemble members generally give very similar p.d.f.s,
exceptions to this is commented below.

We have computed p.d.f.s based on both observational data and model results. The nor-
malization was performed separately for each station and depth. The p.d.f.s for observations
and model results from the “Fuglgy — Bear Island” transect are shown in Figures Values
along the top and bottom axes correspond to original and normalized values, respectively. The
top axis is positioned so that the overall mean value is placed directly above the zero standard
deviation mark on the bottom axis. Moreover, the interval of the top axis is set so that the span
for one standard deviation matches the span of one standard deviation along the bottom axis.

p.d.f.s for temperature based on observations and model results from the upper 30 m are
displayed in Figure [5] and Figure [6] respectively. We note that prior to normalization, the
distribution of the data have a peak at 7-8°C, while the model results peak at around 6-7°C
(gray curves). Moreover, the data distribution are left-skewed, whereas the model results are
right-skewed. Overall, the model has a warm bias, as also seen from the all-year analysis in
Table

There are also distinct differences between the black curves that display the normalized
distributions. While the normalized observations follow the normal distribution quite closely,
the model results have one peak just above one standard deviation, and another peak at about

10
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Figure 5: Probability density function for temperature in the upper 30 m, based on observa-
tions from the Fuglgy — Bear Island transect. Computations were restricted to data
from August through October. Numbers in gray along the top axis are values in °C,
for the thick gray curve. Values along the bottom axis are in units of standard devia-
tion. The thick and thin black curves correspond to data and the normal distribution,
respectively. See the text for details.

2 4 6 8 10 12 14
1 T T T T T T T
| = original model results | = normalized results

0.9 — normal distribution

0.8

Fuglagya -

0.7 Bear Island

0.6

05

04

0.3

0.2

0 1 1 1
-3 -2 -1 0 1 2 3

Figure 6: Same as Figure [5] but based on model results.
11
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minus one standard deviations. This finding suggests that the temporal variability in the model
results is too high locally. However, the kurtosis of the original model results compares well
with the kurtosis of the corresponding observations (2.96 vs. 3.07).

The corresponding p.d.f.s for salinity in the upper 30 m of the “Fuglgy — Bear Island”
transect are displayed in Figure [/| and Figure 8| The shapes of the original distributions are
strikingly similar. The original data and model results are both notably left-skewed. The
normalized distributions are also slightly left-skewed, and are otherwise quite close to a normal
distribution. The major difference that can be seen from these two figures, is that the standard
deviation in the original data are markedly higher than the standard deviation of the model
results (0.37 vs. 0.16).

Furthermore, the normalized distributions of the model results for salinity differ somewhat
in the ensemble (not shown). One of the ensemble members have no obvious distribution
peak, while the others have a two-peak structure. However, most of those that fall within the
latter category exhibit one primary peak and one secondary peak, at a positive and a negative
offset, respectively. Nevertheless, the variation in the skewness parameter and the kurtosis of
the ensemble members is moderate. The skewness parameter is in the range from —1.52 to
—1.16, while the kurtosis is in the range from 5.2 to 6.7.

p.d.f.s for temperature from the “Bear Island west” transect are similar to the distributions
from “Fuglgy — Bear Island”, with a peak at higher values than the mean in the original obser-
vations, and a peak closer to the mean from the model results. Further, the normalized model
results from the “Bear Island west” transect exhibit a two-peak structure which is not seen in
the normalized data, again suggestive of too large temporal variability in the model results.

The corresponding p.d.f.s for salinity prior to normalization both have elevated peaks at
about the level of 1 at a value higher than the mean. The normalized p.d.f.s are both similar
to the normal distribution, although the model results have shaved off the maximum value,
leaving a nearly flat distribution within the & 1 standard deviation interval.

The “Vardg north” temperature p.d.f.s based on the original data and model results are both
slightly right-skewed. The normalized p.d.f. from observations exhibit two peaks, whereas
the corresponding p.d.f. based on model results are left-skewed with a moderate peak around
the 0.5 level. The p.d.f.s for salinity is similar to those from the corresponding “Bear Island
west” p.d.f.s, with the exceptions og the normalized data, which are left-skewed with a peak
at a level of 0.6.

4.4. Ensemble variability

This subsection is restricted to an analysis of the variability of the model ensemble, without
reference to any observations. As such, this is not strictly part of a validation, but we in-
clude the topic here since it is relevant for interpretation of the rank analysis in the following
subsection.

We intend to examine the variability that is related to the impact of weather on circulation,
leaving out the processes that are driven by purely periodic forcing, namely tides and the sun’s
elevation. Hence, we filter out the two main tidal constituents in the present region (M2 and
K1), a sinusoidal representation of the seasonal variability, and subtract the local time mean.
The phase lag of the sinusoid is determined as a function of space.

12
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Figure 7: As Figure[5] but for observations of salinity. Values along the top axis are in PSU.
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Figure 8: Same as Figure [7] but based on model results.
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In order to quantify the role of synoptic atmospheric (weather) forcing and the role of
oceanic flow instabilities, we make use of the method that was developed for this purpose by
Metzger and Hurlburt | (2001). The quantities that are involved in the analysis were described
in detail by Melsom |(2005), and we repeat the core of the method here. Let 1,,(x,y,z,7) be a
time series from ensemble member no. m which has been processed as described above. Each
value can be written as the sum

N =T"+1", (5)
where

W—ifn (6)
Mm=1 "

is the ensemble mean, and 7, is the offset of ensemble member no. m. Now, the ensemble’s
mean square can be written

—M 2 —M
M
=7 4 ™
Then, the variances of these three time series can be written

=05+05 (8)

where we recognize oy as the standard deviation of the ensemble mean time series that
represents the deterministic impact due to the synoptic forcing. The fraction of the non-
deterministic variability, P, may thus be written

/

P = 9)

:91\) ‘ :*qN

All values that are quoted below, are time averages over the year in question.

For construction of an ensemble in which flow instabilities were free to evolve indepen-
dently in the various ensemble members, we perturbed the atmospheric forcing by applying
results from different forecast times in the various realizations, as described in Section [2]
Hence, differences in the results from the ensemble members are not entirely due to flow in-
stabilities, they are also affected by differences in the forcing fields. Nevertheless, we shall
refer to differences in the model results as being driven by flow instabilities. This topic will
be discussed further in Section

After the time series are filtered, the standard deviation of the ensemble mean time series
theoretically are representations of the deterministic impact of weather on the ocean circula-
tion. (In practice, the limited size of the ensemble reduces our results to an estimate of the
deterministic impact.) The standard deviation for the offsets for the ensemble memberd for
SSH, oy, is displayed in the top panel of Figure[9] The largest values are found in the central
Barents Sea and just off-shore of the continental slope off the Lofoten archipelago. The latter
region also has a large SST standard deviation (about 0.4 K, not shown), and similar values
are found in other regions, notably in the vicinity of sloping bottom topography. The largest
standard deviations for salinity at the surface (about 0.3) is found in the northern Barents Sea,
where the impact of retreating and expanding ice coverage is highest.
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Figure 9: Ensemble variability. The time mean standard deviation of the ensemble offsets of
the sea surface height, oggy/, is displayed in the top panel. The fraction of non-
deterministic variability, resu”™, which describes the relative impact of flow insta-
bilities, is displayed in the bottom panel. This quantity has a value between 0 and
1, where 0 corresponds to a result where all ensemble members are identical. See
the text for details. Label values in the top and bottom panels are in m and non-
dimensional, respectively. Contour lines are shown for the isobaths at 250m, 500m,
and 1000m.

The impact of flow instabilities on sea surface height, as described by the fraction of non-
deterministic variability, rgs5", is displayed in the bottom panel of Figure @ The maximum
value of rgg™ is approximately 0.15. Thus, even after the effects of the periodic forcing has
been filtered out the SSH variability in the model results is predominantly deterministic.

We note that in the Barents Sea and off the continental slope of the Norwegain mainland,
both Oggy and rgsg"? are relatively large. However, there is a large region with high fractions
of non-detereministic SSH variability in the deep part of the northwestern Norwegian Sea,
with maximum values near the continental slope. The SSH standard deviation in this region is
low, only about half of the values in the other two regions with high rgs5™ values.

An inspection of the results for the surface salinity reveals that regions with high values
for ooy in the northern Barents Sea is a region with minimum rS(Om)”d values (not shown).
Hence, the variability that is likely to be associated by sea-ice processes appears to be of a
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highly deterministic nature in the model results. Maximum rS(30m)"d values are found in the
southern Barents Sea, and in patches that are scattered throughout most of the domain, with
values exceeding 0.5. Generally, the changes in r5"¢ in the upper 30 m are small.

When we consider the model results for SST, the fraction of non-deterministic variability
reaches maximum values of about 0.3 in a banded strucure in the deep Norwegian Sea, close
to the 2800 m depth contour. The magnitude of rT(30m)”d is similar to that for rS(30m)"d , but
the region with maximum values cover is shifted slightly northward in the Barents Sea, and
also includes much larger regions in the deep Norwegian Sea.

4.5. Results from ranking

The method of comparing observations with ranked model results is commonly used for vali-
dation of medium-range weather forecast ensembles, see e.g. [Hammill | (2001) for a discussion
of how to interpret such an analysis. Ranking is performed by collecting observations and the
corresponding results from the model ensemble. For each observation, the results from the
various ensemble members are sorted according to their value, and the observation is assigned
a value according to the slot it fits into between the ordered ensemble results. If the obser-
vation is lower than all ensemble members, it is in the “slot” that covers the range up to the
lowest ensemble value, and has rank 1. If the observation falls into the slot between the two
lowest values from the ensemble, it has a rank of 2 efc. For an ensemble with M members,
observations are assigned ranks in the interval 1 — (M +1).

If the spread among the ensemble values is an accurate representation of variability, without
a bias, the rank count becomes the same for all ranks. However, as was evident in subsection
subsection above, the present model result are biased, albeit with biases that vary in space
and the variable under consideration. Furthermore, it turns out that the spread among the
ensemble members is much too low, so even after the bias is removed, the large majority of
observations are either smaller than the lowest value from the ensemble members, or higher
than the largest value.

Hence, we restrict this presentation by considering de-biased results that are either outside
(lower or higher) or inside the range of the ensemble members. Again, we make use of hydro-
graphic observations from the IMR transects and the WOD 2005, and we subtract the mean
bias from each data set, averaged over the depth range and year (1986) that are considered.
Further, we take into account the effect of observation errors by adopting the method of per-
turbing observations that has been described by Saetra et al. | (2004). The errors were taken
to be Gaussian with standard deviations of 0.02 K and 0.01 PSU for temperature and salinity,
respectively (@. Ostensen, pers. comm.).

The results from the ranking analysis are given in Table[5| From the description above, it
follows that there are presently 11 ranks, and with an ensemble variability that matches the
observed variability, the theoretical probability that an observation has one particular rank,
becomes 1/11. This would correspond to a distribution of 0.09 — 0.82 — 0.09 in each row in
Table[5] Since the central column in the table has values of the order 0.15-0.20, our ensemble
is a substantial underestimate of the observed variability.

We also note that the analysis of the transect data generally have the highest values for
positive (de-biased) offsets of observations relative to model results. This is consistent with the
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Table 5: Classification of de-biased hydrographic observations from 1986, according to the
ensemble rank. The observations are counted in three categories: smaller than the
minimum value from the ensemble (f < mnm), inside the range of the ensemble
(mnm< f <mxm), and larger than the ensemble’s maximum (mxm < f). The tabulated
frequencies of occurance, f, are based on observations and model results from the
levels of 0, 10, 20 and 30 m. mnm and mxm are the minimum and the maximum
values from the 10-member ensemble.

data set nogps | f <mnm mnm<f<mxm mxm< f
temperature
Gimsgy northwest 28 0.43 0.00 0.57
Bear Island west 56 0.45 0.21 0.34
Fuglgy — Bear Island 432 0.28 0.16 0.56
Vardg north 220 0.33 0.23 0.44
World Ocean Database | 11836 0.39 0.17 0.43
salinity
Gimsgy northwest 28 0.25 0.14 0.61
Bear Island west 56 0.55 0.21 0.23
Fuglgy — Bear Island 432 0.29 0.10 0.61
Vardg north 220 0.30 0.24 0.47
World Ocean Database | 11836 0.40 0.20 0.40

probability density functions that were presented in subsection .3|above: The “original data”
for temperatures in the “Fuglgy — Bear Island” transect peaks at a value higher than the mean
in Figure[5] while the corresponding peak from model results in Figure [6loccurs at a negative
offset from the mean. The corresponding results for salinity in Figures [7] and [§] both have
higher frequencies for positive offsets. However, the standard deviation in the observations
are much higher, leading to a higher value in the rightmost column of the relevant row in

Table

5. Discussion and conclusions

The ensemble simulation that is investigated here is intended to be a part of an examination of
biological activity over a 10 year period, with a focus on the Barents Sea. Hence, we have re-
stricted the present analysis to the upper 30-50 m. The validation of the model results here has
revealed that the performance of the model depends on the variable that is examined, and the
ocean region that is considered. Generally, the validation reveals that the model temperature
are much closer to the observations than the results for salinity. Furthermore, validation that
invokes coastal observations of sea level suggests that the representation of the high frequency
sea level variability is reliable, while the quality of the low-frequency variability in the model
results is not impressive.

Salinity fields from the 10 m level are displayed in Figure [I0] We note that the negative
salinity bias is even stronger in ARC-N.ATL 20. Hence, the NOR-BAR 4 salinity bias is not
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Salinity, 20km model, 1986-01, 10m

Salinity, 4km model, 1986-01, 10m
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Figure 10: Salinity field at 10 m for January 1986. Results from the ARC-N.ATL 20 and
NOR-BAR 4 are displayed in the top and bottom panels, respectively. The 20 km
results shown here are for a subdomain that corresponds to the domain of the 4 km
model.

due to an incorrect formulation of the conditions imposed on its open boundaries. Rather, it
is the climatological salinities at the open boundaries of ARC-N.ATL 20 that are not advected
properly into the interior of the domain. We also note that the largest differences in the regional
salinities in Figure [I0] occur in the Barents Sea, where the negative biases that were reported
for NOR-BAR 4 in Section [ were smaller than in the Norwegian Sea. The cost function
(the error measured in units of standard deviations) in the upper 20 m is in the range 1.3-1.9
for the Barents Sea transects. This is far better than the corresponding range (8-20) for the
“Bear Island west” transect in the Norwegian Sea sector of the domain. Furthermore, Table 2]
reveals that the standard deviation of the difference between the de-biased model results for
salinity and the observations is large (0.2-0.5 PSU). An exaggerated variability in the model
salinities is also apparent by their larger spread in the p.d.f.s as displayed in Figures [7] and [§]
(gray curves) for the “Fuglgy — Bear Island” transect.
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When discussing the validation of the sea temperature, one must keep in mind that surface
heat fluxes are imposed in connection with the assimilation by nudging that was discussed
in Section 2] Nevertheless, from Table 4] we find that the cost function decreases from the
surface (0.7-1.1) to the 20 m level (0.3-0.9). Obviously, the seasonal variability will inflate
the standard deviations for temperature, thus deflating the cost function. In addition to the
seasonal changes in solar radiation, and atmospheric temperature changes on a synoptic scale,
the transport of water masses by the currents in the region exhibit a seasonal variability (Ing-
valdsen et al. |(2004))). In order to evaluate the impact of seasonal variability, we repeated the
analysis for the “Fuglgy — Bear Island” transect for the months August — October only. This
led to an increase in the cost function of the order 50-100% (Table ). The biases reported in
Table 2] are generally positive, with the warmest biases occuring in the Barents Sea transects
(0.7-1 K).

We are not aware of other publications in which model results for the Barents Sea are val-
idated similarly to the present study. However, model results for a set of simulations for the
Skagerrak (the ocean between southeastern Norway and Jutland, Denmark) have been vali-
dated by Berntsen and Svendsen | (1999). This is of relevance, since the water mass properties
in both the Skagerrak and in the Barents Sea are influenced by mixing of Atlantic Water and
coastal water masses. Berntsen and Svendsen | (1999)) found that the model error measured in
standard deviations was 1.8 for salinity in the upper 50 m (right column in their Table 2). This
18 about the same as we find for the two transects in the Barents Sea. Furthermore, in their
study which is limited to May and June, they find an error in the temperatures of the upper
ocean of 2-2.6 standard deviations. If we extrapolate our results from the “Fuglgy — Bear Is-
land” transect for August — October, we estimate a cost function of 1-2 for temperature in the
Barents Sea. Note that our simulations incorporate a nudging towards observations by surface
heat fluxes, while Berntsen and Svendsen’s study does not.

The spatial SSH structures in the model results, which are depicted in Figure [3| are consis-
tent with results from drifter data (Orvik and Niiler | (2002)). The geostrophic velocities that
are associated with the SSH gradients in the model, are also consistent with the finding that
to the lowest order, streamlines in the Nordic Seas follow f/H contours (e.g. Isachsen et al.
(2003))). Here, f is the Coriolis parameter, and H is the local water depth. The f/H contours
are close to the isobaths at high latitudes.

We found that the model reproduces tidally induced sea levels well, while there are substan-
tial errors in the low frequency SSH variability. A closer examination reveals that this error is
manifested by offsets of 0.1-0.5 m that typically lasts for some weeks. Moreover, the offsets
broadly occur at the same time and with the same sign for both sea level stations (Rgrvik and
Vardg). We have not been able to identify precisely why these errors occur, but it is possible
that they are due to remote low frequency SSH variability that propagates into the Norwegian
and Barents Seas.

On the other hand, the model results for low frequency SSH may be too energetic. We find
that the standard variation in the sea level observations at Rgrvik and Vardg are 0.19 m and
0.16 m, respectively. The model results have standard deviations of 0.25 m at both locations.

If the model SSH is too energetic, the bias in the corresponding estimate of squared SSH
anomalies is positive, leading to deflated values in the fraction of non-deterministic variability
resu™ as defined by Equation @, and displayed in the lower panel of Figure @ The standard
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deviation values that were quoted for Rgrvik and Vardg above correspond to an adjustment
factor for rggy™ of 1.7 and 2.4, respectively. In frontal regions, this quantity is of the order
0.09-0.15, Melsom | (2005)) found that its magnitude in frontal regions of the North Sea and
southern Norwegian Sea is up to 0.3.

The model ensemble from which results are validated here, were generated by differences
in the time series of the atmospheric forcing fields. In subsection .5 we found that ranked
observations in the de-biased, ordered ensemble results for hydrography typically were higher
than all ensemble members in 40% of the cases, and lower than all members in about 40%
of the cases. Hence, the present approach for generation of an ensemble yields members that
span a much smaller interval than that which corresponds to the observational variability. An
alternative approach of perturbing initial fields in a decadal simulation of the ocean circulation
in the North Sea and the Skagerrak was adopted in Melsom | (2005). However, that approach
gave rise to a slightly larger mismatch between the ensemble spread and the observational
variability. Accordingly, we conclude that more sophisticated methods for production of an
ensemble are called for, such as the advanced techniques that are implemented in variational
analysis or in applications of the Kalman filter.

6. Appendix A: Missing sea level data

A list of intervals from which sea level data were not available from Rgrvik and Vardg are
given below. The list is limited to the relevant year for the present study, i.e., 1986. If not
otherwise is specified, all observations starting at 00 UTC of the first date through 22 UTC of
the end date in each interval were missing.

Rorvik:

e 10 January — 11 January

e 21 March —2 April

e 24 April — 25 April

e 16 September — 18 September
e 1 October — 6 October

e 5 November — 5 November

e 12 December — 16 December

e 22 December — 22 December

e 29 December — 31 December
Vardg:

e 24 March — 30 March

e 18 May 18 — 20 May

e 21 June 10 — 24 June 00

20



References

38 July — 30 July 06

17 August 08 — 19 August 08

5 September — 13 September 16
19 October 18 — 21 October 18

1 December — 6 December
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